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Fed-OLF: Federated Oversampling Learning
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Abstract—Software defect prediction technology can discover
potential errors or hidden defects by establishing prediction models
before the use of products in the field of software engineering, so
as to reduce subsequent problems and improve software quality
and security. However, building predictive models requires enough
software defect dataset support, especially defect samples. Due to
the involvement of confidential information from various organi-
zations or enterprises, software defect data cannot be shared and
effectively utilized. Therefore, to achieve collaborative training of
multiparty shared software defect prediction models while keeping
the data local to various organizations, we made the federated
learning framework for the issue of software defect prediction.
Meanwhile, the nondefect and defect instances in software defect
datasets are usually imbalanced, which can seriously affect the
software defect prediction performance of the model. Therefore,
this study designs a novel federated oversampling learning frame-
work Fed-OLF. First, the TabDiT method based on deep generative
model is proposed in Fed-OLF to expand and rebalance the local
imbalanced software defect dataset of each client with a certain
degree of privacy protection. Second, a parameter aggregation
strategy based on local information entropy is proposed in Fed-
OLF to further optimize the parameter aggregation effect of the
global shared model, thereby achieving better model performance.
We conduct extensive experiments on the PROMISE dataset and
the NASA Promise repository, and experimental results on the
PROMISE dataset and the NASA Promise repository show that, the
proposed Fed-OLF exhibits better predictive performance under
the F1-score, G-mean, and AUC metrics when compared with the
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advanced baseline methods. In addition, we verify that both the
TabDiT method and the parameter aggregation strategy based on
local information entropy in Fed-OLF are useful, and the combi-
nation of them can more effectively improve model performance.

Index Terms—Federated learning (FL), imbalanced software
defect dataset, oversampling, privacy protection, software defect
prediction.

I. INTRODUCTION

SOFTWARE defect prediction technology is based on ma-
chine learning and other methods to analyze software data.

By mining and learning software defect data, a software defect
prediction model is constructed to predict potential defect issues
in software products [1], [2]. Software defect prediction is
crucial in modern industry to improve software reliability and
avoid software problems during software operation [3], [4]. In
recent years, various machine learning based software defect
prediction models have attracted a lot of research work, and
some of them have achieved encouraging results [5], [6].

A. Motivation

Despite the progress made by machine learning based models
in software defect prediction, most of them still face the follow-
ing challenges.

In the real world, organizations and enterprises are inde-
pendent of each other, resulting in different data distributions
in their software defect prediction datasets. The common data
distribution differences are class distribution imbalance and
quantity imbalance. Specifically, consider scenario with mul-
tiple enterprises of different scales, including large, medium-
sized, and small enterprises. These enterprises are committed to
developing a learning-based software defect detector that aims
autonomously identify defect modules in their respective soft-
ware products. However, there is a significant scale gap between
these enterprises. Their datasets exhibit size imbalance, meaning
the sample number in the dataset is different. In addition, the
software defect datasets of enterprises also suffer from class
imbalance. Although there are software defect samples in the
dataset, compared to no-defect software samples, these defect
samples only account for a small proportion [7], [8].

In practical applications, collecting and labeling defect data of
software requires a large amount of labor and time costs, which
leads to a limited number of samples of available high-quality
software defect datasets [9]. It is especially difficult for small
enterprises to create datasets large enough for model training.
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Fig. 1. Application example of FL in software defect area.

Although each organization and enterprise has a certain amount
of software defect data, the amount of this data is limited.
Software defect detection models based on such datasets and ma-
chine learning algorithms often have the problem of insufficient
training. This will lead to insufficient prediction performance of
the model and limit its practical application effect [10], [11].

In traditional centralized machine learning scenarios, orga-
nizations upload private software defect dataset to the data
center, and then train model based on the data from the data
center. However, software defect data is private and confidential,
including code data, software version data, and other sensitive
information, which involves the confidentiality of enterprises
and organizations. If it is leaked or exploited in the training pro-
cess, it will directly threaten the reputation and property security
of organizations or enterprises. In addition, there are currently
General Data Protection Regulation and California Consumer
Privacy Act laws that protect personally sensitive data. Due
to these strict data protection regulations and privacy policies,
organizations and enterprises cannot merge data sets to train
the model [12], [13]. This limitation will result in incomplete
utilization of data in the field of software engineering, including
software defect data.

Federated learning (FL) [14] is a distributed learning method
as shown in Fig. 1. In FL framework, individual organizations or
enterprises train local models on local datasets and upload model
parameters to the server. The global shared model is obtained
by aggregating the uploaded parameters based on the server.

Training software defect prediction models based on the FL
framework can not only aggregate small-scale datasets from
multiple enterprises to train the model, but also protect the data
security and privacy of these enterprises. However, it cannot
solve the issue of poor model prediction performance caused by
imbalanced class and sizes of dataset [15], [16]. This limitation
is because the server aggregates model parameters based on the
size of client datasets in most FL methods. In other words, this
aggregation means that the model parameters trained on a client
with a large dataset have more weight and greater impact on the
parameters of the global shared model.

Meanwhile, when a client has a large but severely imbalanced
software defect dataset, the model training on such local dataset
may cause its performance to be unsatisfactory. Because the
local model parameters will have a greater impact when the

server updates parameters resulting in poor performance of the
global shared model [17].

This inspires us to design a novel aggregation strategy that
uses an indicator to fairly measure the quality of client local
software defect dataset, thereby determining the contribution
of the local model parameters in aggregation. Therefore, it is
beneficial and valuable to design a method to overcome the data
accessibility and imbalanced software defect data distribution
problems, enabling models to learn the characteristics of soft-
ware defect data well while reducing the risks associated with
data privacy security.

B. Contribution

To alleviate the aforementioned challenges in software defect
prediction, this study proposes a new FL framework, Fed-OLF,
which not only improves the performance of software defect
prediction model under imbalanced data distributions, but also
protects the data privacy of various organizations to a certain
extent.

Specifically, akin to FedAvg [14], Fed-OLF aggregates pa-
rameters on a central server through collaborative learning be-
tween client models to obtain a globally shared model. It only
shares model update parameters and data distribution infor-
mation rather than sensitive local software defect data, meet-
ing the data privacy and security requirements of enterprises.
Meanwhile, a new oversampling method TabDiT based on deep
generative model is proposed in Fed-OLF, which balances the
client training software defect dataset by synthesizing defect
samples, solving the negative impact of model performance
training on imbalance software defect data.

Considering the risk of privacy leakage in the model param-
eters trained on the local client. In Fed-OLF, the parameters
trained by the model on a balanced software defect dataset
can reduce the risk of privacy breaches caused by malicious
attackers analyzing the model parameters to obtain confidential
information from sensitive data. Because the uploaded model
parameters are trained on a balanced software defect dataset
with added synthetic samples rather than the raw dataset, the
attacker may not be able to infer sensitive information from the
raw real software defect dataset.

In addition, Fed-OLF introduces a novel weighted aggrega-
tion strategy based on local information entropy (LEW). This
strategy measures the contribution of client model parameters
in aggregation based on the local information entropy, further
optimizing the global shared model parameters to improve the
predictive performance.

With the above-mentioned improvements, our Fed-OLF en-
hances the robustness of the model predictive performance on
imbalanced software defect datasets, while considering the strict
data privacy protection requirements of each organization. In
summary, our study has the following contributions.

1) This study proposes Fed-OLF, a novel FL framework
designed to improve the predictive performance of models
on imbalanced software defect datasets while playing a
role in data privacy protection to a certain extent.

2) A new oversampling method TabDiT has been designed in
Fed-OLF to synthesize software defect samples. It not only
effectively addresses the negative impact of imbalanced
software defect datasets on model training during FL, but
also plays a role in protecting the privacy of local model
upload parameters.
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3) Fed-OLF introduces a new aggregation strategy LEW
based on the local information entropy, thereby enhanc-
ing the aggregation effect of the global shared model to
improve the predictive performance.

The rest of this article is organized as follows. The related
work is introduced in Section II. In Section III, the details of
Fed-OLF are described. The experimental setup is provided in
Sections IV, and V provides the experimental results. In Sec-
tion VI, the limitations of our method are discussed. Section VII
summarizes the research content of this study and provides
prospects for future research work.

II. RELATED WORK

A. Federated Learning

The Google AI Research Center first proposed FL [14], which
is a distributed machine learning approach that supports large-
scale participants. Previous studies have demonstrated the ability
of FL to promote practical applications in some fields, such as
autonomous driving [18], medical diagnostics [19], credit card
fraud detection [20], and network intrusion detection [21], [22].

FL achieves collaborative training among multiple partic-
ipants while ensuring privacy protection and data security.
Specifically, FL, as a collaborative mechanism, includes a cen-
tral server and multiple clients. In FL system, each client is
an organization or enterprise, server randomly selects a subset
Kr ⊆ K of clients to participate in training in each round of
communication and assigns the current global shared model. The
clients train models independently on their own local datasets.
After each round of training, clients upload updated model
parameters to a central server. The server adopts the parameter
aggregation strategy to aggregate the model parameters up-
loaded by the client and obtain an updated global shared model.
Then server sends the updated global shared model parameters
to all clients, and each client optimizes the local model with the
new model parameters from global shared model. FedAvg [14]
is the most basic algorithm in FL. The server aggregates and
updates the global shared model parameters according to the
client dataset size. The FedAvg aggregation process is defined
as follows:

W r+1 =
∑
k∈Kr

θr[k]W r+1
k (1)

where θris the federated aggregation vector at communication
round r, which determines the contribution of the received
local models and W r+1

k denotes the updated model of client k.
FedAvg employs the local sample size | Dk | of client k as a
federated aggregation vector, the weight is proportional to the
local dataset size

θr[k] =
|Dk|∑

j∈Kr
|Dj | , ∀k ∈ Kr. (2)

Since the researchers proposed FedAvg in 2017, FL has
undergone significant development, allowing it to be applied to a
variety of fields involving sensitive data. Recent studies applying
FL to various scenarios have focused on protecting privacy and
reducing communication overhead [23], [24], but only a few
studies have applied FL to software defect prediction [16].

B. Imbalanced Software Defect Data Learning

In the real world, data distribution is generally imbalanced.
In the problem of software defect prediction, most software
only has defects in a few modules, resulting in a much larger
number of nondefect samples than defect samples, forming an
imbalanced software defect dataset [25]. In imbalanced software
defect datasets, there are few defect samples that are insufficient
to support the training of predictive models. Therefore, the
oversampling method is considered for the imbalanced software
defect dataset. On the one hand, the categories can be balanced
to reduce the impact on model training, and on the other hand,
the data scale can be expanded to provide enough training for
the model.

With the rapid development of deep learning technology in
recent years, deep generative models have been widely applied
in different fields such as audio [26], image [27], and video
synthesis [28]. The generation model of tabular data is becoming
more and more important. The generated data distribution by the
traditional oversampling is similar to raw data, which is easy
to produce overfitting problems. The generative model has the
ability of self-learning and can generate diverse samples, and its
excellent generation ability has been widely used [29], [30], and
some researchers have applied it to imbalanced software defect
data [31]. Xu et al. [32] proposed Conditional Tabular GAN
(CTGAN) and a variational autoencoder for mixed-type tabular
data generation (TVAE) based on the generative adversarial
networks (GAN) [33] and variational autoencoder (VAE) [34]
respectively. OCT-GAN [35] is a generative model based on
neural ordinary differential equations. SOS [36] and StaSy [37]
are tabular data synthesis methods based on the generation mech-
anism of scores. TabDDPM [38] and CoDi [39] apply the popular
diffusion-based generation model to generate tabular data.

Although research results continue to increase, the research on
data augmentation based on generative models mainly focuses
on image and video generation in the field of computer vision,
and generative models applied to tabular data still have room
for further improvement in synthesizing high-quality samples.
In GAN, the training process is often unstable. The improved
generative model based on GAN is prone to mode collapse
in the training, which means that the model generates a few
samples and fails to cover the diversity of data. The quality and
number of training data will greatly affect the performance of the
score-based generated model. When the training data is noisy or
imbalanced, the generated results may also be affected. Tabular
data has complex and unique features. The high dimensionality,
sparsity, and class imbalance of data pose significant challenges
to the denoising neural network in the generative model based
on the diffusion model. The current generative model based
on the diffusion model adopts simple U-Net architecture or
MLP architecture as the denoising network, and such simple
neural network architecture is difficult to generate high-quality
tabular data.

C. Imbalanced Software Defect Data Challenge in FL

The distribution of each class in software defect datasets
owned by different organizations and enterprises can vary
greatly. Different sizes enterprises have different sizes datasets.
In FL, the software defect data of each client is independently,
which makes the local data distribution of client not consistent
with the overall software defect data distribution, and there may
be an obvious mismatch between local imbalance and global
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Fig. 2. Fed-OLF framework overview.

imbalance. To distinguish these imbalance problems of software
defect dataset in FL, the imbalanced software defect dataset
problem can be summarized into three types:

1) Local imbalance, which means that the software defect
dataset distribution in each client is class imbalanced.

2) Global imbalance, from a global perspective, the collec-
tion of software defect dataset in all clients is imbalanced.

3) Size imbalance, where the software defect dataset size of
each client is uneven. This study mainly focuses on local
imbalance and global imbalance.

Recently, some research have focused on addressing the im-
balance problem in FL. FedNoRo [40] used knowledge distil-
lation and distance-aware aggregation function to update the
federated model, and introduced logical adjustment (LA) to
solve the imbalanced data. FedNoRo introduced LA to address
imbalance problem, which increased the focus on the minority
class of data, but also led to the neglect of majority class.
Zhang et al. [41] designed an efficient heterogeneity sensing cus-
tomer sampling mechanism, namely Fed-CBS, based on a class
imbalance measurement index to achieve privacy protection,
which can reduce the class imbalance of client packet datasets.
However, in the FL practical application, the clients available in
each round of communication are not mandatory, so this strategy
has limited applicability by actively selecting clients. FedGR
[42] proposed the imbalanced softmax function and gravitation
regularizer to slove the problem of imbalanced sample number
within the client and promote cooperation between clients to
solve the cross-client imbalance problem. However, in the case
of high imbalance and few defect samples, the ability of FedGR
strategy to learn the characteristic information of defect samples
is limited.

Relevant studies indicate that the final quality of deep neural
network models depends on the first few training cycles. During
the critical period, no matter how much additional training is
conducted during this period, low-quality or insufficient training

data will lead to irreversible degradation of model performance
[43]. This phenomenon has been revealed in recent work in FL
[44], [45], which has brought to our attention to the various
imbalances in FL.

III. PROPOSED FED-OLF

This study first provided an overview of Fed-OLF in this
section, and then elaborated on the proposed framework and
its workflow.

A. Framework Overview

To address the aforementioned issues in software defect pre-
diction based on FL, we propose Fed-OLF, which oversamples
the imbalanced software defect training dataset of each client to
achieve class distribution balance while ensuring data security
and privacy. Meanwhile, the FL aggregation process is opti-
mized considering the different information attributes of client
datasets. Fed-OLF not only reduces the interference of various
imbalance problems on training and aggregation, improves the
model prediction performance, but also protects the privacy of
client model parameters to a certain extent.

As shown in Fig. 2, such as a typical FL process [14], the
Fed-OLF framework also includes multiple clients and a central
server. The client trains the local model with private software de-
fect datasets. The central server provides collaborative learning
between the global model and client devices. Prior to FL server
initialization, each client uses the TabDiT method to process
their own imbalanced software defect dataset in local. After
each client software defect dataset is rebalanced, FL server first
distributes the global shared model to each client, and the model
on the client is trained using a locally balanced software defect
dataset to obtain updated model parameters, which are uploaded
to the server. The server optimizes the parameters according to
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Algorithm 1: Training Process of Fed-OLF.
Input: rounds of communication: R, number of local

epochs: E, number of clients: K, the fraction of
participating clients: c, software defect dataset on
client k: Dk.

Output: Global shared model WR
G

1: Server executes:
2: Initialize W 0

G;
3: Collect local information entropy of clients: LE;
4: for r = 1 to R do
5: Nr = max(c·K, 1)
6: Kr ← (random subset of Nr);
7: for k ∈ Kr parallelly do
8: wr+1

k ← LocalUpdate(k, W r
G);

9: Compute the federated aggregation vector θr[k]
by (15);

10: end for
11: Aggregate local models by (16);
12: end for
13: return WR

G
14: Clients executes:
15: // clients rebalancing
16: for each client i = 1 to N do
17: DO

i ← TabDiT(Di);
18: end for
19: LocalUpdate(k, W r

G):
20: wr

k ←W r
G

21: for e = 1 to E do
22: wr+1

k ← wr
k - η��(wr

k; DO
k );

23: end for
24: return wr+1

k

the parameter aggregation strategy LEW, finally gets the updated
global model, and repeats the above steps in multiple rounds of
communication.

In the typical FedAvg, the imbalance problems are not solved.
In Fed-OLF, a novel federated oversampling learning framework
is proposed to address the imbalanced software defect dataset
problem, which can not only rebalance the client training dataset
but also protect the privacy of model parameters. Second, we
improve the parameter aggregation strategy of the server and
design a weighted aggregation strategy based on the local infor-
mation entropy of the client. Combining these two components,
Fed-OLF can realize the goal of sharing the global model with
multiparty training while ensuring client data privacy and im-
proving software defect predictive performance of the model.

Algorithm 1 describes the training process of Fed-OLF. After
starting the FL training task, the server initializes the global
shared model and initiates communication. When a new round
of communication r begins, the server sends the global shared
model to all participating local clients. Then, the server randomly
selects a group client to participate in this training round. For
each client, the local imbalanced software defect dataset is
preprocessed, and the training software defect dataset is bal-
anced by using the TabDiT method. The client participated in
this training round trains the downloaded global shared model
on their balanced software defect dataset and uploads updated
parameters to server. Finally, the server calculates the federated
aggregation vector according to the local information entropy

Algorithm 2: TabDiT.
Input: Client training software defect dataset: D =

{(xnum
i , yi)}, i = 1, …, p; yi�{01}

Output: Balanced software defect dataset of client: DO.
Clients:

1: Divide D into nondefect and defect class: Dnondefect,
Ddefect;

2: Identify the size of Dnondefect and Ddefect: Nnondefect,
Ndefect;

3: Calculate the number of generated samples: Ng

←Nnondefect–Ndefect;
4: TF-MLP Training (Ddefect);
5: Dgen ← TF-MLP Sampling (Ng);
6: DO ← D � Dgen;
7: return DO

of the client software defect dataset attribute, and then uses the
parameter aggregation strategy to update global shared model.
After repeated the R rounds of communication, a multiparty
shared global model WR

G is obtained.

B. Fed-OLF Workflow

The Fed-OLF workflow includes client rebalancing, initial-
ization, model training, and parameter aggregation, as shown in
Fig. 3.

1) Client Rebalancing: Before FL server initialization, the
local imbalanced software defect dataset of the client participat-
ing in the FL model training task needs to be rebalanced ( 1©)
to resolve the local imbalance and global imbalance problem in
FL. The local imbalance in the client data can lead to weight
divergence and precision loss of model training. We propose an
oversampling method TabDiT based on diffusion model [38] to
solve the imbalanced software defect dataset problem in local
clients, as shown in Algorithm 2.

TabDiT uses different modeling strategies to deal with various
feature types in tabular data for imbalanced software defect
datasets of local client. Specifically, for the software defect
dataset, a tabular data sample x = [xnum, y] contains Nnum

numerical features xnum� R
Nnum and classification feature y

with Ci categories. Gaussian diffusion is employed to model
the numerical attributes and multinomial diffusion is employed
to model the categorical attributes. We first apply one-hot en-
code on the categorical features to obtain xcati

ohe ∈ {0, 1}Ci , and
normalize the numerical features as the input of the model. Each
individual forward diffusion process will process each categori-
cal attribute to ensure that the noise component of each feature is
sampled independently. The TabDiT algorithm first divides the
imbalanced software defect dataset into nondefect and defect
datasets, and then calculates the number of synthesized samples
of the model (line 1–4). Considering the imbalanced software
defect dataset of client, TabDiT trains on software defect datasets
to build a generative model.

The forward diffusion process in TabDiT: Given defect sam-
ples x0�Ddefect and the time steps T, then the forward process
is xt obtained by adding Gaussian noise to the xt-1 obtained by
time step t, and the step size is controlled by the variance table
{βt ∈ (0, 1)}Tt=1, then

xt =
√

1− βtxt−1 +
√

βtε (3)
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Fig. 3. Fed-OLF workflow.

where xi denotes the sample after adding Gaussian noise in time
step i. When αt = 1− βt, ᾱt =

∏T
i=1 αi, xt can be expressed

as

xt =
√
ᾱtx0 +

√
1− ᾱtε (4)

where ε ∼𝒩(0, I) is a Gaussian noise.
The reverse process of TabDiT: Added noise ϵ is predicted by

the multilayer neural network model, and a new sample close to
the original data distribution is generated by gradually removing
the noise in each time step t

xt−1 =
1√
αt

(
xt − 1− αt√

1− ᾱt
εθ(xt, t)

)
+ σtz (5)

where αt = 1-βt, ᾱt =
∏

i≤tαi, z ∼𝒩(0, I), ϵθ (xt, t) is an es-
timation function for predicting the real noise ϵ based on xt [46].
The core of TabDiT method is to improve the denoising effect of
model on noisy data in the reverse process, which directly affects
the quality of the generated software defect samples. Therefore,
in TabDiT reverse process, we use the improved Transformer
architecture and combine the MLP model [47] to construct a
hybrid architecture TF-MLP

TF−MLP(x) = MLP(TF(x)) (6)

TF(x) = Linear(ReLU(Transformer(x))) (7)

MLP(x) = Linear(MLPBlock(. . . (MLPBlock(x)))) (8)

MLPBlock(x) = Dropout(ReLU(Linear(x))). (9)

The timestep t, class y, and input xin are processed in the same
way as [48], [49], as follows:

t_emb = Linear(SiLU(Linear(SinTimeEmb(t)))) (10)

y_emb = Embedding(y) (11)

x = Linear(xin) + t_emb+ y_emb (12)

where SinTimeEmb refers to a sinusoidal time embedding as in
[48] and [49] with a dimension of 128. The model trains defect
samples and generates enough new samples to make the raw
local imbalanced software defect dataset completely balanced

(line 5–6). In the reverse process, the denoising neural network
based on the TF-MLP architecture can learn the correlation
between different features through the self-attention mechanism
and make more accurate noise predictions. Therefore, the Tab-
DiT method achieves a better denoising effect, resulting in the
generation of high-quality software defect samples.

In addition, while realizing the balanced software defect
datasets of local client, it also solves the global imbalance prob-
lem. In FL, if the condition of local client balance is satisfied,
then the global balance is also satisfied, and the proof process is
as follows.

We define the variables: in FL, assuming there are K clients,
and each client k (k = 1, … , K) has a local imbalanced software
defect dataset Dk, in which the nondefect class Cknon−

defect size
is represented by Nk non−

defect , and the defect class Ck
defect size is

represented byNk
defect. From a global perspective, in the set of all

client local imbalanced software defect data, the sample quantity
of global nondefect class Cnondefect and defect class Cdefect is
𝒩nondefect and 𝒩defect, respectively.

Proposition: In FL, if local balance is satisfied for all clients,
then global balance is satisfied.

Proof: When the clients are local balanced, then

Nk
non−defect = Nk

defect 1© for any kε{1, . . .K}.
From a global perspective, for global dataset:

𝒩nondefect =

K∑
k=1

Nk
nondefect 2©

𝒩defect =

K∑
k=1

Nk
defect 3©

By substituting 1© into 2©, then

𝒩nondefect =
K∑

k=1

Nk
nondefect

K∑
k=1

Nk
defect =𝒩defect

So 𝒩nondefect =𝒩defect 4©.
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As can be seen from 4©, FL global balance is satisfied.
Thus, “In FL, if local balance is satisfied for all clients, then

global balance is satisfied” is proved.
2) Initialization: During the initialization of the FL, the

server waits for the participating client to join. The client partici-
pates in training by sending the server local information entropy
value that measures the software defect data quality of the local
client ( 2©). The information entropy [50] is an metric to measure
the degree of discreteness and randomness of a dataset. Suppose
that the software defect dataset D contains class M and xi
belongs to class m is probability pm(xi)

, the information entropy is
defined as

I−Ent(D) = −
M∑

m=1

pm(xi)
log2p

m
(xi)

. (13)

The smaller the information entropy value, the higher the
purity of D, indicating a larger sample concentration, smaller
dispersion, lower randomness, and less information content in
the set. On the contrary, the larger the information entropy value,
the lower the purity of set D, indicating more sample dispersion,
greater uncertainty, and more information content in the set. We
consider that there are two categories in software defect dataset,
namely nondefect samples and defect samples. For dataset Dk

of client k, the local information entropy for client k is defined as

LE(k) = −
( |Dk

nondefect|
|Dk|

)
log2

( |Dk
nondefect|
|Dk|

)

−
( |Dk

defect|
|Dk|

)
log2

( |Dk
defect|
|Dk|

)
(14)

where | Dk | denote the size of dataset Dk. We analyze that
the larger the LE(k) value of local dataset Dk on client k, the
larger the information entropy value, indicating that the greater
the dispersion of the dataset, the greater the randomness, and
the more the information. When all clients participating in
federated training are identified, the FL server initializes the
weights and optimizers of the global shared model, and then
collects the LE parameters uploaded by all participating clients.

3) Model Training: When each communication round be-
gins, the server deploys the global shared model to clients ( 3©)
and randomly selects a group of clients to participate in the FL
training. Then the clients download the global shared model
parameters, and participating clients perform E rounds local
training on balanced local software defect dataset in each epoch
with mini-batch SGD algorithm ( 4©). In the framework, the
training dataset is balanced, and the local model trained on this
dataset can fully learn the information of software defect sam-
ples, without causing the model to skew, so as to focus on more
important defect samples. After all participating clients com-
plete their local training, they send updates to the FL Server ( 5©).

4) Parameter Aggregation: Since each client generates soft-
ware defect samples independently, the distribution of each class
in software defect dataset of different the local clients will vary
greatly. So, we propose a new parameter-weighted aggregation
strategy, which takes into account the dispersion degree and
information difference of each client raw imbalanced software
defect dataset, to measure the model parameters contribution
degree of each local client in the aggregation. The local param-
eters collected by FL server are aggregated according to the
local information entropy uploaded by the client ( 6©), and the
weight is proportional to the value of local information entropy.

TABLE I
EXPERIMENTAL NOTATIONS

In communication r, the federated aggregation vector based on
LE is defined as

θr[k] =
LE(k)∑

j∈Kr
LE(j)

∀k ∈ Kr. (15)

Finally, FL server aggregates all local model parameters in-
volved in training and updates the global shared model to

W r+1
G =

∑
k∈Kr

θr[k]wr+1
k . (16)

The global model parameter update process consists of two
steps. First, the server calculates federated aggregation vector
based on the local information entropy of the participating client
to determine the weight of the local parameter aggregation. Next,
the parameters W r+1

G of global shared model are calculated
according to (16) for next training round.

IV. EXPERIMENTAL SETUP

This section introduces the experimental setup, including
imbalanced software defect datasets, compared baselines, envi-
ronmental setup, evaluation metrics, statistical tests and privacy.
The symbols used in the experiment are listed in Table I.

A. Datasets

We selected eight imbalanced software defect datasets from
different Java projects in PROMISE dataset [16] and eight
defect prediction datasets from the NASA Promise repository
for experiments. In addition, all methods adopted ten-fold cross-
validation on each software defect dataset in the experiments,
taking the average of ten results as the comprehensive evaluation
of model prediction performance to reduce random errors. The
imbalanced software defect dataset information is shown in
Table II.

B. Baseline and Comparison Methods

We combined the TabDiT method proposed in Fed-OLF and
various existing tabular data generation methods into the FedAvg
framework for experimental comparison.

1) CTGAN [32] is the most popular and well-known GAN-
based synthetic data generation model.

2) OCT-GAN [35] is a neural network consisting of ordinary
differential equations.

3) TabDDPM [38] is a simple design of DDPM for tabular
problems.

4) CoDi [39] solves the training challenge caused by mixed
data types by adopting a double-diffusion model approach.
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TABLE II
INFORMATION OF PROMISE AND NASA DATASETS

TABLE III
PARAMETER SETTINGS ON DIFFERENT DATASETS

5) STaSy [37] is a score-based tabular data synthesis gener-
ation model.

In addition, we also compare the typical parameter aggrega-
tion strategy in FedAvg with the LEW strategy and record the
typical parameter aggregation strategy in FedAvg as AVG.

C. Environmental Setup

In Fed-OLF, the cross entropy is used as a loss function
and communication rounds R is 300, learning rate η of SGD
is 0.1 as the optimizer for all optimization processes, and test
batch size Bt to 512. For local training, E and B is 5 and 16,
respectively. For heterogeneous data distribution among clients,
Dirichlet distribution is used to divide the data. The MLP is
used as global shared model and local model, each model has
two fully connected layers, where the ReLU activation function
connects the input layer and the hidden layer. All comparison
methods applied the same model structure. The FL framework
and MLP are implemented in PyTorch. The parameters related to
the client for each imbalanced software defect dataset are shown
in Table III.

D. Performance Evaluation Metrics

To accurately evaluate the performance of the method, we use
the F1-score, G-mean and the area under curve (AUC) based
on the receiver operating characteristic (ROC) curve, which are
widely used in imbalanced data study to measure the model
classification performance [51], [52].

E. Statistical Tests

To further discuss and evaluate the effectiveness of Fed-OLF
objectively, statistical tests are used to determine whether there
are significant differences across all methods on different soft-
ware defect datasets. The statistical tests process consists of three
steps. First, on each software defect dataset, all methods are
ranked from best to worst according to the test performance of
each method, and the order values 1, 2, …, the best method
order value is 1; if the test performance of any of the methods is
the same, the order value is equally divided. The Friedman test
is then used to determine whether these methods all perform
identically. If not, then the hypothesis that all methods perform
identically is rejected. Finally, Nemenyi posthoc test needs to
be used for checking whether there is a significant difference
between any two methods. In this study, the confidence level α
= 0.05.

F. Privacy

To study Fed-OLF in a privacy-related context, we measure
the generated software defect samples privacy with mean dis-
tance to closest record (DCR) [38]. Specifically, we calculate the
minimum L2 distance between each synthesized software defect
sample and the real data. Average DCR takes the average of
these distances for all the generated defect samples. A low DCR
value indicates that the sample synthesized by the generated
model mimics some real data points in nature, which may
result in a violation of privacy requirements. A higher DCR
value indicates that the generation model can generate a “new”
software defect data, rather than just an approximate repetition
of the real software defect data that already exists.

V. EXPERIMENTAL RESULTS

To verify the effectiveness of the proposed Fed-OLF, we
analyzed the experimental results by addressing four research
questions.

1) RQ-1: Does the Fed-OLF method outperform baseline on
various software defect datasets?

2) RQ-2: In Fed-OLF, is the data privacy generated by
TabDiT better than the baseline?

3) RQ-3: Does each component in Fed-OLF improve model
predictive performance?
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A. RQ-1: Does the Fed-OLF Method Outperform Baseline on
Various Software Defect Datasets?

Results: Tables IV and V present all the experimental results.
The following conclusions can be analyzed and drawn by ob-
serving the experimental results.

1) In FL framework with the same AVG aggregation strategy,
our TabDiT approach can improve the software defect
predictive performance compared to other baselines.
Table IV presents the experimental results on the
PROMISE dataset. When using the FL framework with the
same AVG aggregation strategy, our TabDiT method out-
performs other baselines on all eight PROMISE datasets.
For example, on the camel-1.6 dataset, compared with
other baselines, the TabDiT increases 8.42%–12.25%,
7.4%–11.32%, and 2.78%–5.38% in the F1-score,
G-mean, and AUC, respectively. On the jedit-4.2 dataset,
TabDiT increases by 6.11%, 6.41%, and 4.31% in F1-
score, G-mean, and AUC, respectively, compared with
TabDDPM that performs best in the baseline methods.
Table V presents the experimental results on the NASA
dataset. Our TabDiT outperforms other baselines on CM1,
JM1, KC1, PC1, PC3, and PC4 datasets when using an
FL framework with the same AVG aggregation strategy.
For example, on the CM1 dataset, the TabDiT method
increases 5.91%–25.39%, 11.23%–47.73%, and 4.11%–
12.16% over other baselines in metrics, respectively. On
the PC3 dataset, our TabDiT increases 3.77%, 2.78%, and
2.01% in metrics, compared with TabDDPM that performs
best in the baseline methods.
Therefore, according to the above-mentioned analysis,
TabDiT method is superior to other baselines in improving
model predictive performance in FL frameworks with
AVG aggregation strategy.

2) In FL framework using the same LEW aggregation strat-
egy, our TabDiT method can improve the software defect
predictive performance compared to other baselines.
Table IV presents the experimental results on the
PROMISE dataset. When using the same LEW aggrega-
tion strategy in the FL framework, our TabDiT method
outperforms other baseline methods on all 8 PROMISE
datasets. For example, on ant-1.7 dataset, TabDiT in-
creases 1.73%–5.24%, 0.76%–7.02%, and 0.81%–3.36%
in F1-score, G-mean, and AUC, respectively, compared to
other baselines. On xalan-2.4 dataset, TabDiT outperforms
CoDi, with improvements of 4.41%, 4.19%, and 2.52% in
F1-score, G-mean, and AUC, respectively.
Table V presents the experimental results on the NASA
dataset. When using the same LEW aggregation strategy
in the FL framework, our TabDiT method outperforms
other baseline methods on the CM1, JM1, KC1, KC2,
MC1, PC1, and PC3 datasets. For example, on CM1
dataset, TabDiT increases by 6.13%–30.53% on G-mean
and 0.79%–7.65% on AUC compared to other baselines.
On the JM1, KC1, KC2, MC1, and PC3 datasets, our
TabDiT method outperforms other baseline methods to
varying degrees in F1-score, G-mean, and AUC metrics,
showing the best performance.
Therefore, based on the above-mentioned analysis, in
the FL framework using LEW aggregation strategy, the
TabDiT method outperforms other baselines in improving
model predictive performance.

3) When using the same baseline method, our proposed
LEW aggregation strategy can achieve better parame-
ter aggregation performance compared to AVG aggre-
gation strategy, thereby improving the model prediction
performance.
Tables IV and V indicate that on all datasets, using the
LEW strategy can improve model performance to varying
degrees compared to the AVG strategy when using the
same baseline method. For example, in Table IV, using the
same OCT-GAN method on xerces-1.3 dataset, our LEW
strategy can improve performance by 11.22%, 11.29%,
and 3.76% in F1-score, G-mean, and AUC, respectively,
compared to the AVG strategy. In Table IV, using the same
TabDiT method on xerces-1.3 dataset, our LEW strategy
can improve performance by 4.92%, 4.17%, and 3% in F1-
score, G-mean, and AUC, respectively, compared to AVG
strategy. In Table V, using the same CoDi method on CM1
dataset, our LEW strategy can improve F1-score, G-mean,
and AUC by 10.09%, 10.87%, and 5.33%, respectively,
compared to AVG strategy. In Table V, using the same
TabDiT method on JM1 dataset, our LEW strategy can
improve F1-score, G-mean, and AUC by 9.62%, 10.27%,
and 2.93%, respectively, compared to the AVG strategy.
The above-mentioned results indicate that when using the
same baseline method, combining our LEW aggregation
strategy within the FL framework can effectively improve
the software defect prediction performance of the model.

4) In general, our Fed-OLF method, which combines TabDiT
and LEW aggregation strategies, can effectively handle
local and global imbalances of FL and train the best defect
predictive model.
As shown in Tables IV and V, the combination of Tab-
DiT and LEW aggregation strategies performs better in
most datasets than the combination of any other base-
line method and aggregation strategy. Thorough analysis
showed that the TabDiT method can generate higher qual-
ity samples compared to other baseline methods. Each
client can train the model on a balanced and high-quality
software defect dataset. In addition, our LEW aggregation
strategy can further optimize parameter updates on the
server. In the same number of training rounds, LEW
strategy can aggregate model parameters according to the
information entropy characteristics of each client dataset,
which can achieve higher model performance than the
traditional data number-based aggregation strategy.

5) Statistical Test Results.
We used statistical tests to further validate the significance
of the differences in detection performance between our
Fed-OLF method and other methods.

We combined six baselines and two aggregation strategies re-
spectively to obtain 12 methods, among which the combination
of TabDiT and LEW is our Fed-OLF method. The values of
Friedman test on the F1-score, G-mean and AUC are 24.200,
33.854, and 28.748, respectively. The critical value of F test
when confidence α = 0.05 is 1.847. On the F1-score, G-mean
and AUC, the values of Friedman test are all greater than
the critical value of F test. Therefore, the hypothesis that the
performance of all methods is the same is rejected. To express
the performance significance difference of each algorithm more
intuitively, Nemenyi post-hoc test is used to further distinguish
each method. Fig. 4 shows the results visually, where (a), (b),
and (c) represent the results on the F1-score, G-mean, and AUC,
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TABLE IV
RESULTS OF MODEL PERFORMANCE ON PROMISE DATASET
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TABLE V
RESULTS OF MODEL PERFORMANCE ON NASA DATASET
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Fig. 4. Results of Nemenyi posthoc test in terms of (a) F1-score, (b) G-mean, and (c) AUC.

TABLE VI
RESULTS OF SIGNIFICANT DIFFERENCES BETWEEN FED-OLF AND OTHER METHODS

TABLE VII
COMPARISON IN TERMS OF MEAN DCR

respectively. In Table VI, we summarize the methods that Fed-
OLF outperforms and significantly outperforms. Thus, these re-
sults show that Fed-OLF method exhibits excellent performance
in different software defect datasets.

To sum up, we conduct comprehensive experiments on var-
ious software defect datasets to evaluate the effectiveness of
proposed Fed-OLF in training software prediction models. The
experimental results demonstrate that Fed-OLF can improve
the software defect predictive model performance on almost
all software defect datasets, which proves the effectiveness
of our method. The reason why Fed-OLF performs better is
that TabDiT first solves the local imbalanced software defect
dataset problem of clients, allowing the model of clients to
train on balanced software defect datasets, especially in highly
imbalanced environments, while also addressing the global im-
balanced software defect dataset problem at the same time. In
addition, the LEW weighted aggregation strategy can further
optimize parameter aggregation process, thereby improving the
prediction performance of the global shared model.

B. RQ-2: In Fed-OLF, is the Data Privacy Generated by
TabDiT Better Than the Baseline?

Table VII shows the average DCR values for TabDiT, CT-
GAN, OCT-GAN, TabDDPM, CoDi, and StaSy. The average
DCR value is used to measure the privacy of the new samples
synthesized by the generative model, and the higher value is
better. However, it should be noted that out-of-distribution data
such as random noise will also provide a high average DCR,
so it is necessary to combine the average DCR with model
predictive performance on F1-score, G-mean, and AUC metrics.
In Table VII, we observed that TabDiT is more private than
CTGAN, TabDDPM, and StaSy, but less private than OCT-GAN
and CoDi. But from the model performance in Tables IV and V,
under the same aggregation strategy, the baselines based on
OCT-GAN and CoDi performed poorly.

In summary, based on all the above-mentioned results, the
Fed-OLF proposed in this study, on the one hand, the new
samples synthesized by TabDiT have a certain degree of privacy.
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Fig. 5. Results of Ablation experiment in terms of (a) F1-score, (b) G-mean, (c) AUC of PROMISE dataset, and (d) F1-score, (e) G-mean, (f) AUC of NASA
Promise repository.

On the other hand, training client model on balanced dataset
can achieve better performance and better balance between data
availability and privacy.

C. RQ-3: Does Each Component in Fed-OLF Improve Model
Predictive Performance?

Fig. 5 shows the experimental results. The effectiveness of
each component in Fed-OLF is verified by the ablation exper-
iments. The FedAvg method and its aggregation strategy AVG
are compared experimentally. The combination of NO and LEW
indicates that only the LEW parameter aggregation strategy is
used in the FL framework. The combination of TabDiT and AVG
indicates that TabDiT is added to the FL framework and the AVG
strategy is adopted.

By observation of experimental results on all datasets, we
can find that on camel-1.4, camel-1.6, ivy-1.2, jedit-4.2, poi-2.0,
xerces-1.3, CM1, MC1, PC1, PC3, and PC4 datasets, the values
of F1-score and G-mean of FedAvg method are 0, and the values
of AUC are 0.5, when the local imbalance problem of the client
and global imbalance problem is not processed. It indicates
that the model cannot identify defect samples, and the trained
classification model tends to favor nondefect samples, and all
samples are predicted to be nondefect samples. In this situation,
the model tends to make random prediction. We analyze that
on 16 different datasets, our Fed-OLF achieved higher model
performance than methods with only one component, TabDiT

or LEW. Therefore, the ablation results of all datasets show
that each component of Fed-OLF is effective in improving the
prediction performance of the model.

To sum up, based on the analysis of above-mentioned results,
each component in Fed-OLF can improve model performance
and each component is meaningful. TabDiT proposed in Fed-
OLF solves the local and global imbalanced software defect
data problem and expands the software defect dataset scale at
the same time, which makes the local model can train on the
balanced software defect dataset. In addition, a new parameter
weighted aggregation strategy LEW is proposed to further opti-
mize the effect of parameter aggregation and improve the model
performance in FL. Therefore, it is necessary and beneficial to
combine the two strategies.

VI. DISCUSSION

In this section, we have a full discussion of Fed-OLF, explor-
ing the problems that our approach can solve in cross-enterprise
software defect prediction scenarios. In addition, we discuss the
limitations of Fed-OLF.

For cross-enterprise software defect scenarios, Fed-OLF can
be well applied in such areas where data is deficient and sensitive.
Fed-OLF proposed the TabDiT method on the basis of FL
framework to solve the local imbalance and global imbalance
problems of software defect dataset in enterprises. In addition,
the LEW-based aggregation strategy proposed in Fed-OLF can
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alleviate the influence of size imbalance on aggregation. It can
also play a certain privacy protection role for enterprise datasets.
On the one hand, the uploaded model parameters are trained
on the balanced software defect dataset rather than the raw
software defect dataset, and the attacker may not be able to infer
the sensitive information from the raw software defect dataset.
Fed-OLF only needs to upload the local information entropy
value instead of the number of samples in the client dataset
Therefore, Fed-OLF not only involves a small amount of dataset
information transmission, which has a certain protection effect
on model parameters, but also can improve the model predictive
performance on software defect dataset.

There are still some limitations in Fed-OLF. It fails to elim-
inate the size imbalance problem in FL. In software defect
prediction scenario of FL, further research is needed to inves-
tigate the negative impact of differences dataset size among
enterprise on the aggregation stage. In addition, TabDiT can
achieve a balance between data availability and privacy, but
it cannot determine whether the generated data satisfies the
privacy-aware applications in real. Therefore, the privacy issue
of data generated by TabDiT needs to be further studied.

VII. CONCLUSION AND FUTURE WORK

To make full use of sensitive data in the software defect
prediction and to overcome imbalanced software defect data
problem, this study proposes a novel federated oversample
learning framework named Fed-OLF. First, the TabDiT method
proposed in Fed-OLF solves the local imbalance and global
imbalance problems in the datasets of various enterprises and
organizations. Under the premise of satisfying data privacy
and security, TabDiT solves the imbalanced software defect
data distribution of the client by synthesizing software defect
samples. The balanced software defect dataset enables the model
to be fully trained while protecting the privacy of the model
parameters. Second, the weighted aggregation strategy LEW
in Fed-OLF effectively alleviates the negative impact of the
size imbalance on the aggregation effect. This strategy further
optimizes the aggregation effect of client upload parameters in
aggregation stage, thus improving the software defect prediction
performance of the model. In addition, extensive experimental
results show that better model prediction performance can be
achieved in the Fed-OLF framework compared to the baseline
approach. At the same time, the ablation experiments verify
that each component in Fed-OLF is effective. It is important
to note that we provide an FL framework that is not limited
by any prediction model, that is, the framework can support
any more advanced software defect prediction model, and the
client-weighted aggregation strategy is also universal.

In the future, we will further study the size imbalance problem
in FL. The application of FL to other key areas of data privacy
is worth investigating. It is also important to study the model
parameter attack and privacy protection based on FL transmis-
sion to cloud server, which can better protect the private data of
each client.
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